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# Treść zadania

TT.NN.6

Stwórz sieć neuronową, która przewidzi cenę̨ sprzedaży domu na podstawie jego parametrów.

# Zestawienie kluczowych decyzji projektowych

Pierwszą kluczową decyzją projektową był wybór języka implementacji. Po zgłębieniu wiedzy w głównej problematyce związanej z sieciami neuronowymi dowiedzieliśmy się, że powinniśmy zwrócić uwagę na szybkość działania algorytmów trenowania SN. Decyzja w tym przypadku była dość oczywista – C++.

Drugim problemem było określenie interfejsu programu oraz prezentacji wyników jego działania. Biorąc pod uwagę konieczną liczbę testów konfiguracji SN przywiązaliśmy dużą wagę do optymalizacji procesu uruchomienia programu. Stwierdziliśmy więc, że implementacja GUI nie jest wskazana, a program powinien być aplikacją konsolową przyjmującą argumenty uruchomienia programu. Prezentacja wyników uczenia się sieci zapisywana jest do pliku wskazanego przez użytkownika.

Doszliśmy do wniosku, że:

Aby wybrać najlepszą konfigurację SN należy wyselekcjonować:

* topologię (liczbę warstw ukrytych i neuronów w każdej z nich.),
* funkcję aktywacji,
* współczynnik uczenia,
* rozmiar paczki danych (branych pod uwagę przy propagacji wstecznej)

Aby proces uczenia ukazał najlepsze rezultaty należy określić:

* liczbę epok,
* stosunek danych testowych do treningowych,
* liczby wątków (równolegle uruchamianych procesów uczenia)

Wszystkie ww. założenia zostały przez nas zaimplementowane.

# Instrukcja użytkownika (Instrukcję dla użytkownika wystarczająca do uruchomienia programu i jego głównych funkcji)

Program uruchamiany jest z wiersza poleceń.

Dostępne są następujące parametry programu:

Informacyjne:

-h [ --help ] Wyświetlona zostaje wiadomość pomocnicza zawierająca opis i listing argumentów wywołania.

-v [ --version ] Wyświetlona zostaje aktualna wersja programu.

Uruchomieniowe:

-m [ --mode ] arg Określenie trybu uruchomieniowego programu.

-d [ --input data ] arg Określenie nazwy pliku z danymi wejściowymi.

-r [ --result-path ] arg (=./) Określenie ścieżki do katalogu w którym będą serializowane SN

-l [ --logger ] arg (=./logger.csv) Określenie pliku do którego będą zapisywane rezultaty działania programu.

-e [ --epoch ] arg Określenie ilości epok uczenia się SN.

-t [ --topology ] arg Określenie topologii warstw ukrytych SN

-c [ --eta ] arg Określenie współczynnika uczenia się SN

-n [ --neural-net ] arg Wskazanie pliku, w którym znajduje się zapisana sieć neuronowa.

-p [ --pack ] arg Określenie wielkości paczki danych branych pod uwagę przy propagacji wstecznej

-f [ --function ] arg Określenie funkcji aktywacji.

-b [ --tolerance ] arg (=-1) Tryb treningu - Stosunek danych testowych do treningowych w procentach.

Tryb testowy – tolerancja błędu

-w [ --threads ] arg (=0) Określenie liczby wątków równolegle uruchamianych podczas procesu uczenia.

Przewodnik:

Odpalając projekt po raz pierwszy zalecane jest, aby użyć parametru –h. Po zapoznaniu się z instrukcją pomocniczą jesteśmy gotowi do przeprowadzania eksperymentów.

Aby rozpocząć pierwszy trening sieci neuronowej ustawiamy tryb treningu ( -m 1) oraz podajemy wszystkie parametry.

Parametry –e, –c, –p, –f, –b, –w możemy podać w formie listy. Wówczas program uruchomi równoległy trening sieci neuronowych wszystkich kombinacji parametrów.

Wynik uczenia się sieci (MSE) możemy przeglądać w pliku zwanym loggerm.

# Opis struktury programu

//todo

# Wnioski dotyczące osiągniętych rezultatów

//todo